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ABSTRACT: Polygonal representations have proven to be an efficient means of representing terrain environments at current levels of fidelity. Regular Triangulated Networks (RTNs) are a computationally-efficient means of capturing all posts in an elevation raster, while Triangulated Irregular Networks (TINs) can provide a more natural terrain appearance with fewer polygons. Both of these representations have done well at modeling terrain from sensor data with 1-meter or larger ground separation distance, but what happens when such data are available at decimeter, centimeter, or even sub-centimeter resolution? Is there a “cross-over” point where non-polygonal representations can capture 3D gridded earth measurements with less storage, and/or in a manner conducive to faster queries or rendering? This paper will compare the effectiveness of polygons, point-clouds, and voxels at representing ultra-high resolution terrain environments. We will compare the storage footprint of a high-resolution terrain data set in point-cloud, polygonal, voxel-grid, sparse voxel and octree voxel forms. modeling and simulation.

1 Introduction

Polygonal modeling has been the gold standard in 3D modeling and terrain representation for over twenty years. Its development heralded a level of fidelity and realism in computer graphics that was not previously possible in the representation of three dimensional objects. Polygonal modeling has enjoyed wide-spread popularity because of
its visual realism and its efficiency in data storage and object rendering.

However, with newer sensor technology that may begin to change. The fidelity and availability of sensor data inputs used for modeling 3D terrain objects has increased several fold over the past decade. At the same time the corresponding cost of such inputs has decreased. This increased data fidelity has exposed some inherent limitations in polygonal modeling, and may present a very real challenge to the supremacy of this technique. The sub-meter and even sub-centimeter level of fidelity that is increasingly common in remotely sensed terrain data presents unique opportunities and challenges that traditional polygonal modeling techniques may be ill-suited to take advantage of.

While modeling terrain at one meter sample spacing may work well using polygonal modeling techniques, what happens when that post spacing is available at decimeter level? What about centimeter or even sub-centimeter level? At what point are so many polygons required to accurately model high-fidelity data that the traditional polygonal model falls apart due to the increased demands of file size and rendering?

In this paper we will look for a “cross-over” point in terrain modeling where the storage and rendering efficiencies that have been the hallmark of polygonal modeling no longer hold true. Furthermore we will argue that the use of voxels – a volumetric data model – is a viable technique that can pick up where the efficiency of polygonal modeling reaches the point of diminishing returns. The main advantages of voxels are that like most sensor data, they are raster based, and unlike height maps, they are truly 3D. In other words, voxels can model overhangs, caves, and porous structures – none of which can be modeled with 2.5D height maps, and all of which present unique challenges to automated polygonal modeling techniques.

We will examine a number of common terrain data models in making this argument. Using a point cloud data set as a control, we will generate a number of different types of terrain data sets, comparing them based on the metric of file size. On the polygonal side we will examine a number of methods for terrain generation. We will then examine a number of volumetric representations of the same data, including gridded voxel, sparse voxel, and octree voxel.

Based on our research, we will present clear evidence that there are inherent advantages in using a volumetric data model to represent high fidelity terrain data sets. These benefits will be quantified in terms of file storage size on disk.

2 Background

The history of computer graphics is still rather young and still being written. We will not attempt to provide here a broad survey of the existing technology, but rather a brief explanation of the components which concern our research. We will start with a brief discussion of terminology, and then provide a description of the terrain models used for this study. It should be noted that while voxel technology is still somewhat of a rarity within the modeling and simulation community, it has been successfully employed within the medical imaging discipline for decades.

2.1 Terminology

Three common terrain representations of the earth’s surface are DEM, DSM, and point clouds. These three products differ in specific ways. DEM (Digital Elevation Model) and DSM (Digital Surface Model) both consist of a continuous surface of cells containing elevation values. A DEM describes only the “bare earth” elevation, while a DSM depicts the true intersection between surface features and the atmosphere, which may include above ground features such as buildings, bridges and vegetation, as shown in Figure 2.1 below.

A point cloud is a set of discrete points set within a 3 dimensional coordinate system. Unlike DEMMs and DSMs, which are properly referred to as 2.5D, point cloud can is true 3D. This is due to the fact that while a DEM and DSM can only contain a single elevation value at any specific XY location, a point cloud can contain any number of elevation values for any XY location, as shown in Figure 2.2. Multiple-return LiDAR is a perfect example of this, where multiple elevation samples may exist for a single XY location, describing both the bare earth as well as other above-surface features, such as a vegetation canopy or power line.

Figure 2.1 Digital Surface Model (DSM) above and Digital Elevation Model (DEM) below (Penn. State U., 2005).

A point cloud is a set of discrete points set within a 3 dimensional coordinate system. Unlike DEMMs and DSMs, which are properly referred to as 2.5D, point cloud can is true 3D. This is due to the fact that while a DEM and DSM can only contain a single elevation value at any specific XY location, a point cloud can contain any number of elevation values for any XY location, as shown in Figure 2.2. Multiple-return LiDAR is a perfect example of this, where multiple elevation samples may exist for a single XY location, describing both the bare earth as well as other above-surface features, such as a vegetation canopy or power line.
The term “LiDAR data” is somewhat ambiguous as elevation data derived from LiDAR may come in any number of formats. For the purposes of this paper, when speaking of data products derived from LiDAR it is useful to distinguish between a LiDAR DEM (a collection of LiDAR elevation values expressed as a 2D surface of cells) and a LiDAR point cloud (a collection of LiDAR values expressed as discrete samples in 3D space).

2.2 History of Polygonal Modeling
The origins of polygonal modeling depend somewhat on who is telling the story. The technology has a number of origins and identifying a single “first source” is tricky. Generally speaking, the technique dates to the 1970’s with the work of individuals such as David Evans, Ivan Sutherland, and James Blinn [1]. Among the first widespread commercial uses of the technology was a video game entitled The Sentinel, which debuted in 1986.

2.3 Triangulated Irregular Networks (TINs)
The TIN model first appeared in the 1970’s as a simple way to build a surface from a set of irregularly spaced points. In the 1980’s, commercial systems began using the TIN model, often as part of a Geographic Information System. TIN offers some advantages over a regular triangular network (RTN) in that it can present a more realistic representation of the earth surface, often with fewer sample points.

2.4 History of Point-Clouds
Point clouds are typically the product of a laser range scanner. In the arena of terrain generation this is most often done via LiDAR data collection, wherein thousands or even millions of discrete 3D points are collected as laser signal returns. Typically, each laser signal comes back as multiple returns, allowing the system to not only measure the surface of the physical environment but to penetrate porous objects such as tree canopies and measure what lies beneath.

Laser pulses were first used for atmospheric studies in the early 1960’s. The first real use of LiDAR for the accurate survey of elevation values began in the late 1970’s, but was of limited utility due to the fact that elevation values could only obtained for surfaces directly under the path of an aircraft. With the development of precise positioning instruments and inertial navigation systems in the 1980’s and 1990’s LiDAR truly came into its own as a highly precise and accurate means of collecting elevation samples over a wide geographic area [3].

2.5 History of Voxels
Voxels are the 3D analogue to pixels. Pixels (PICture ELeMents) are a way of dividing 2D space (e.g. an image or a height map) into uniform cells, typically squares. Similarly, voxels (VOLUMetric PIXels, or VOLume ELeMents), divide 3D space into uniform 3D cells, typically cubes. Voxels share a desirable quality with pixels in that the location of a voxel is not explicitly stored as a set of XYZ coordinates, but rather is determined by its relative position to other voxels and the coordinate origin of the data set. This is very different from a Polygonal TIN, where the coordinate location of every triangle corner must be explicitly stored. The uniform size of both voxels and cell based pixels make this kind of efficient spatial referencing possible [4].

The use of voxels has its origins in medical imaging. In 1973 x-ray based computerized tomography (the CT scan) was introduced by Godfrey Hounsfield. This was among the first uses of volumetric modeling in medical imaging. Mr. Hounsfield received the Nobel Prize for Physiology in Medicine in 1979 (along with Allan Cormack) for his pioneering work in computerized tomography [5].

Voxel-based terrain rendering first entered the commercial video game market in 1992 with the introduction of Comanche: Maximum Overkill. This was the first commercial flight simulation game to apply voxel technology in this way, and provided a much more realistic and detailed terrain representation than was possible with the vector graphics of the time.

A variety of voxel engines have been developed since these early applications and the state of the art continues to advance. Three of the more common voxel models are described below.

2.6 Gridded Voxel Models
Gridded voxel models treat a volumetric data set as a stack of individual voxel “slices” with each voxel slice, or grid, being one voxel deep. Processing and querying of
this voxel data model can be performed slice by slice until all slices have been processed. This model introduces some efficiency in processing as only one slice is processed at a time. It does not, however, allow for the compression or aggregation of similar voxels into less dense representations, as other voxel data models do. Each and every location within the XYZ dimensions of the terrain will contain a voxel, including areas of no data, as shown in Figure 2.3 below.

2.7 Sparse Voxel Models
Sparse voxel models store only those voxels which actually contain information. Consider a voxel model in which each cell stores four values: red, green, blue, and opacity. Suppose we wish to represent an apple. A gridded voxel model would take the form of a cube of sufficient size to enclose the apple. Every voxel in the cube would contain a color/transparency value, even if it were (0,0,0,0), representing “air” or “vacuum.” It is important to note that all voxels require the same amount of storage, whether they encode “air” or some portion of the apple. In contrast, a sparse voxel model would actually be shaped like an apple. The “air” voxels simply would not exist, as shown in Figure 2.4. The savings are even more dramatic for hollow and porous structures. If we were to pretend the inner flesh of the apple did not exist, we could save a significant amount of voxels by only modeling the skin, stem, and core.

2.8 Octree Voxel Models
Octree voxel models consist of a data structure in which each internal node has up to eight children. It is essentially a way of compressing or partitioning volumetric space by combining collections of identical and adjacent voxels into larger aggregates [6]. Doing so allows for greater data compression, especially in areas that are homogenous or areas where no data is present. When modeling terrain, “empty” voxels can often account for over 95% of the voxels in a data set, so the space savings can be substantial. In our apple example, we would have an enclosing cube like the gridded voxel model, but much of the surrounding “air” would be modeled as large uniform blocks. Similarly, suppose that much of the interior of the apple is of uniform color. In both the grid and sparse voxel models, the interior of the apple would be filled with adjacent voxels of uniform size, all sharing the same color value. In an octree voxel model, this same information is captured in smaller numbers of larger Voxels.

3 Data Source
The data source for this study is the Ohio Wright Center for Data’s Wright State 100 Point Cloud, a 2x3 kilometer model of Ontario, Canada. The data is divided into 403 100x100 meter tiles, with a typical point spacing of 10 centimeters. For this study, we focused on three samples of this data: Tile 1, Tile 7 (shown in Figure 3.1), and Tiles 1-9, as shown in Figure 3.2.
Procedure

The Wright State Point Cloud data was received in .upc format and subsequently converted to ASCII text files using the Extract utility provided with the upc data. The resulting files were of the form [time, X, Y, Z, R, G, B, laser #]. Laser # ranges from 0 to 4 and indicates which laser return a giving point is associated with. These converted ASCII files provided the input for each of the individual terrain products derived for this study. For each terrain product, Tile 1 was used as an initial test case due to its small size. Tile 7 was used as an intermediate test case, because it is the first tile in the data set that encompasses a full 100 by 100 meter area. Finally, tiles 1-9 were run in their entirety to get an upper bound. All available laser returns were used in each test case. A description of specific procedures for point clouds, polygons and various volumetric formats follows.

4.1 Point Clouds

The converted ASCII files contained a total of 32.4 million data points across all nine 100x100 meter tiles. The total storage size on disk for these files was 1.6 GB. The average sample spacing across all tiles is 10cm. A close up of the Tile 7 point cloud can be seen in Figure 3.1.

4.2 Polygonal Modeling, TINs

The goal of the polygonal modeling study was to produce a polygonal terrain representation using as many triangles as necessary to model the entire data set at the full spatial resolution present in the point cloud data. The task of converting the point cloud data to a polygonal model of irregular triangles (TIN) was not a simple one. A number of different approaches were taken, with varying degrees of success.

Two different COTS products were used in an attempt to create a triangulated terrain model from the Wright State point cloud data. The two software packages used, Geomagic and VRMeshStudio, are both products designed to ingest 3D laser-scan data and output 3D polygonal models. It is important to note that both tools were intended to ingest scans of relatively small and convex objects, such as tabletop sculptures or at most, full size vehicles. Neither tool was explicitly designed for the complexity and size inherent in full city LiDAR scans. Although initial progress was encouraging, our attempts at using the two tools to create a polygonal terrain from point clouds were inconclusive and incomplete. A number of major obstacles were encountered in this effort. Both tools in question were run on a 32bit machine which experienced severe system limitations (primarily memory-related) that caused the process to either derail and hang up completely, or create output that was incomplete and unusable. Considering the resource limitations that prohibited processing even a single tile to completion, one can imagine the difficulties that would be encountered if the density of sample points was doubled from the current resolution of 10cm. Finally, the interpolation parameters used during terrain generation can vary greatly, and developing the best approach for a given data set can be an iterative and time consuming process that does not lend itself well to automation. Though incomplete, single tile outputs yielded file sizes of around 55MB each (this is a figure for one tile worth of data, not all nine).

Ultimately, the Wright State points were successfully converted into a high-density polygonal terrain with MATLAB by using the 3D Delaunay triangulation function (Qhull algorithm). MATLAB could not build the entire nine tile data set into a single aggregated terrain data base. The performance requirements for doing so were too great, so the terrain was built as a series of individual terrain sets tile by tile. The cumulative storage requirements for the nine tiles were 779 MB, and contained a total of 2.45 million facets. A sample of the MATLAB polygonal output can be seen in Figure 4.1 below. As shown in Figure 4.1, the MATLAB process...
was allowed to run in a fully-automated fashion, with no manual post-processing or cleanup. As such, storage metrics derived from our results should be treated as an upper-bound for polygonal modeling, but not necessarily the results one would get when manually modeling an urban scene at this resolution.

Although building the polygonal terrain using MATLAB was successful, this technique also comes with some disadvantages that go beyond storage size. This technique was only successful when run on a 64bit machine. Build attempts on a 32bit machine consistently failed. Even with a more 64-bit machine terrain generation took multiple days to complete.

4.3 Voxel Grid

Creation of the gridded voxel terrain was performed using a software tool created in-house. This tool reads in ASCII files and outputs volumetric data in RAW format, which were inspected with the Drishti Volume Exploration and Presentation Tool [7]. Three RAW files were generated: Tile 1, Tile 7 (Figure 4.3), and Tiles 1 through 9 together. The resulting gridded voxel terrain for all nine tiles was 7.83GB in size and contained approximately 8.4 billion voxels. Because this is a gridded data set, a voxel is stored for all locations regardless of whether the voxel represents solid material or empty space, which provides some explanation for the rather large file size.

4.4 Sparse Voxel

For a representative sparse voxel format, we used NGW (NGRAIN World) format by NGRAIN®[8]. For each tile, Microsoft Office Access 2007 was used to gather the ASCII point data for all laser returns, and reformat it for consumption by the NGRAIN® Converter. This entailed dropping the time column, converting x, y, z into integer centimeters, and multiplying color values by 10 (and truncating to 255 where necessary) to increase visual intensity. The NGRAIN® PointDataToNGW.exe utility converted the point data into NGRAIN World (NGW) format, which consists of a sparse voxel model and a few xml files. Finally, the NGRAIN® Baseline Viewer was used to visually inspect each tile. An example appears in Figure 4.3 below.
4.5 Octree Voxel

For the octree terrain, the ASCII point cloud data was converted to the Lockheed Martin Obstacle Representation Database (ORD) format, see Figure 4.4. The ORD model uses a hierarchical 3D cell-based data structure stored as an octree. Cells are only allocated for sensed regions of space, so the memory requirements are approximately proportional to the area of the model and grow with the inverse square of the model resolution. Moreover, regions of space that are homogeneous can be represented at a higher level in the tree to reduce the memory usage or to speed processing.

The octree is templated on a payload type, which is a data structure that is contained in each node of the tree. This payload is designed to be flexible, to contain any combination of payload components, such as color and opacity. ORD also supports efficient 3D queries (such as shape intersection and closest point) and other useful tools like height map generation. Programmers using ORD can define new payload components, as well as the methods for adding data to and for querying the new components.

The final voxel count for the nine tile aggregated ORD data set was 6.7 million voxels, with a storage size on disk of only 13MB.

<table>
<thead>
<tr>
<th>Terrain Model</th>
<th>Tile 1 (MB)</th>
<th>Tile 7 (MB)</th>
<th>Tiles 1-9 (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UPC Points</td>
<td>57</td>
<td>184</td>
<td>1,080</td>
</tr>
<tr>
<td>ASCII Points</td>
<td>82</td>
<td>267</td>
<td>1,610</td>
</tr>
<tr>
<td>Polygonal/TIN</td>
<td>39</td>
<td>126</td>
<td>779</td>
</tr>
<tr>
<td>Gridded Voxel</td>
<td>1,080</td>
<td>1,600</td>
<td>7,830</td>
</tr>
<tr>
<td>Sparse Voxel</td>
<td>0.634</td>
<td>3.0</td>
<td>13</td>
</tr>
<tr>
<td>Octree Voxel</td>
<td>1.1</td>
<td>6.8</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 5.0 Summary of Results

As expected, the storage footprint of the gridded voxel model far exceeded any other format. Examining the data graphically suggests a few interesting trends as the input data set increases, as shown below in Figure 5.1.

Figure 5.1 Storage Footprint Comparison.

The first thing to note is that a logarithmic scale was necessary to fit sparse and octree storage footprints on the same graph as the other formats. Although more data points would be necessary for a formal trend analysis, one can see that the storage footprint of our TIN representation seems to track with the original point data. This can be explained by our approach to use a fully automated method, whereby all points were triangulated in a brute-force manner. The data would need substantial post-processing to be usable in a typical visualization system, but it can be thought of as an upper bound. In practice, these values may have been lower and even followed a shallower growth curve, but would introduce manual re-work as a new variable. Could the storage footprints of the sparse and octree voxel models also be reduced by manual rework? Could the polygonal representation be lowered by two or three orders of magnitude? On the other hand, it should be noted that over 95% of the polygonal storage footprint comes from the vertices rather than the triangles. If your resolution or accuracy requirements are such that you cannot afford to drop a significant number of points from the original cloud, you could expect a storage footprint similar to our results.

5 Results

The final storage footprint for each terrain model is summarized in Table 5.0. Metrics were gathered for Tile 1 (one of the smallest tiles), Tile 7 (the only tile to span a full 100 by 100 meters) and Tiles 1-9 (a wide area stress test).
Another potential trend is the relative performance of the sparse and octree models. As expected, the octree initially requires more storage. This can be explained by the need to model the entire cubic or rectilinear space, even if unoccupied or homogenous regions only require only a small number of large octree-voxels. However, as the terrain extent increases, the proportional overhead of the large octree-voxels decreases. Consider a “square” terrain model whose X- and Y-extent are the same. An octree voxel model would first attempt to model this space as a cube with the terrain at the bottom face, and to subdivide the cube into 8 leaf nodes, repeating until each leaf-node in the octree contains homogenous data. For larger terrain models, the Z-extent is proportionately small when compared to the X-Y extent. Thus, more of the cubic space can be modeled as a small number of large octree nodes. In the upper limit, for both octree and sparse voxel models, the voxel count and storage footprint should approach those of a 2D orthographic image of the same area.

Consider a hypothetical urban terrain model, where the highest buildings are 100 meters tall, and the scene is complex enough for us to pretend that the entire 100 meter tall ‘slab’ would need to be modeled as voxels. If you model a 100x100 meter terrain, your ‘voxel-cube’ will be fully populated. However, as the XY extent is increased, the percentage of solid voxels falls off significantly, to the point where a 100x100 kilometer terrain would only occupy a tenth of one percent of the enclosing cube.

![Figure 5.2](image)

**Figure 5.2 Relative Voxel Occupancy for a Hypothetical 100m Tall Urban Terrain**

### 6 Conclusion

Looking at the results summarized in Table 5.0 it is clear that among the various polygonal and volumetric terrain data sets, octree and sparse voxel performed the best in regards to our primary metric of storage size on disk. While it is clear that sparse voxels outperform octrees for smaller/taller data sets, it is unknown how this trend plays out for larger XY extents.

Gridded voxels, while offering the advantages of a true volumetric data set, come with a large cost when it comes to file size. For most applications, 7.83 GB is probably not a reasonable amount of storage space to devote to an area no larger than 300 meters per side (our nine tile area). Again, with a gridded voxel data set every voxel location and value is stored, even if a voxel contains no data and is of little use analytically. This adds greatly to the storage cost of a gridded voxel terrain. The large footprint of this terrain format is measurable not only in disk size, but also in the number of voxels that are stored in the data set; at 8.4 billion the gridded voxel terrain stores more than 1,250 times the number of voxels that are stored in the octree voxel terrain for the same area.

In comparing the storage efficiency of the sparse and octree vs. gridded voxel model, we get a compression ratio of over 60,000 to 1. This is not surprising considering that more than 90% of the volume of space included in a typical 3D terrain data set derived from LiDAR may be simply empty space (atmosphere). This empty space is likely of little use in the majority of applications, and for those which require it; octrees present an elegant method of capturing low-resolution (atmosphere) and high-resolution (terrain) data in a single 3D space.

While a nine tile, terrain provides a useful study area with which to evaluate our different terrain data models, it is a bit small geographically to have broad utility in a modeling and simulation environment. If we assume our results for tile 7 are representative of all full tiles in the complete Wright State 100 Data set, we can estimate the storage required for the whole point cloud. Of the 403 Wright State tiles, 325 are ‘complete,’ or completely lie with the area of interest. The remaining 78 tiles are “partials’ which straddle the AOI boundary as shown in Figure 3.2. Assuming these tiles are 50% “full” on average, we have equivalent of 325+39 = 364 full-tile equivalents. If the storage footprint of the sparse voxel model increases linearly, we would require 5.7GB to store the entire point cloud, which would contain over 297 million voxels.

Although the storage performance of our polygonal model is not representative of what can be achieved with careful interactive modeling, we believe it is a reasonable upper bound for what can be expected from automated techniques. Since vertices make up 95% of the polygon model’s storage footprint, we believe that hand-modeled results would be within around 5% of our figures, if all vertices from the original point cloud are kept, to ensure maximum accuracy.

Although identifying an accurate cross-over point where the advantages of the voxel model exceed those of polygonal modeling would require more analysis performed at multiple scales with a variety of data inputs,
we have been able to demonstrate that volumetric techniques can yield substantial space savings and are highly amenable to automation.

From the storage point of view, sparse and octree voxel models offer clear advantages to storing and modeling volumetric data. Accuracy, rendering, and modeling of larger-scale data sets are all topics worthy of further study.
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